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Abstract—In the regression testing, an oversight of a regression is a serious problem to be avoided. A test engineer usually selects test cases to rerun for a regression testing. While the selection is a useful expert decision, there is also a risk of missing some important test cases. To support a more effective regression testing, this paper focuses on the following two kinds of data: 1) the similarity of test cases in terms of their topics, and 2) the test history. Then, the paper proposes a hybrid method for recommending test cases in two steps by using the above data. As the first step, it recommends test cases which are highly-similar to the manually-selected ones. Then, as the second step, the method recommends the remaining test cases in decreasing order of priority computed by using the test history. The usefulness of the proposed method is proved through an empirical study using a set of regression test data for an industrial product.

I. INTRODUCTION

A software product usually evolves through program modifications which aim at enhancing functionalities or fixing faults of the product, and such a software evolution is required to provide an improved service to the users. However, those modifications may also have risks of creating other faults (regressions) [1]. In order to avoid releasing a faulty version of the product, a careful regression testing—rerunning test cases—should be performed when the product is changed.

To detect all regressions perfectly, it is ideal to rerun all test cases whenever a part of the target product is changed. However, rerunning all test cases would be unrealistic because it requires a lot of time and effort [2] but it may be inefficient to detect regressions: most of all test cases pass almost always, and only a few ones may fail fairly infrequently. Therefore, there have been many studies to prioritize test cases toward a more efficient regression testing [3]. The test case prioritization studies are classified into three types according to what they are mainly based on: (1) the source programs to be tested, (2) the test history and (3) the content of test cases.

The first type of study is to prioritize test cases by analyzing the source programs to be tested. The common way among these studies is to make links between a test case and its corresponding programs which are tested by the test case. When a source program is modified, those studies single out the corresponding test cases which are associated with the modified parts and/or evaluate a test case’s degree of closeness to the modified programs (e.g., [4], [5]).

The second type of study utilizes the test history which consists of the testing results such as the version of tested product, the IDs of used test cases and their results (passes or fails). This type of study evaluates a test case’s priority by using its failure detection rate in the past and/or its version gap between the current version and the last-run one [6], [7]. While the test history-based methods are not directly related to program modifications, they can be useful to prevent overlooking unexpected regressions which are apparently independent of the modified programs.

The third type of study focuses on the content of test cases. Test cases are either test programs (for an automated test) or test scripts (for a manual test). In this type of study, test cases are analyzed by using the natural language processing techniques such as the morphological analysis and the topic analysis, and their similarities or dissimilarities to each other are evaluated. Then, test cases are prioritized for a better regression testing, by using their similarities/dissimilarities to the set of already selected (being rerun) test cases [8], [9].

When a test engineer performs a regression testing for a product, he/she does not always know anything about the corresponding code modifications made to the product [10]. Furthermore, if the coding work is an (offshore) outsourcing, it would be harder to obtain the details of modifications. In such a case, we cannot utilize the above first type of study which is based on the source program analysis. Since our (the authors’) context is in this case, we will focus on the second and the third types of study—using the test history and the content of test cases—in this paper.

For a regression testing, test engineers may select test cases to rerun from their test case pool in accordance with their knowledge and/or experience. We believe those selections are useful because it is a kind of expert decision. However, there would also be a risk of overlooking regressions. Hence, while respecting their first selection, we consider recommending additional test cases which are useful to detect regressions. The key contribution of this paper is to propose a novel method for making a useful recommendation to prevent overlooking regressions by utilizing the test history and the topic analysis to the test cases [11], which is a combination of the above second and third types of study.

The remainder of this paper is organized as follows. Section II explains the test case recommendation in our context and related previous work, then proposes a novel method. Section III reports the empirical study that we conducted to show a usefulness of our proposal. Section IV briefly describes the related work. Finally, Section V presents our conclusion and future work.
II. EFFECTIVE TEST CASE RECOMMENDATION FOR REGRESSION TESTING

A. Test Case Recommendation Problem

We first explain our context of regression testing. For a regression testing of a product, we have a set of test cases (test case pool). These test cases are written in Japanese and they are test scripts to manually operate the product by a test engineer. At a regression testing, the test engineer knows which functionalities were upgraded and/or which bugs were fixed. Then, the test engineer singles out some test cases from the pool, which seem to be related to the modifications.

Now, in order to reduce a risk of overlooking regressions, we want to recommend adding other test cases which are remained in the pool and yet seem to be useful to detect regressions (see Fig. 1). Since the testing is performed manually, the recommendation set should be minimal because of their testing cost. Our available data are the test history (see Table I) and the content of test cases (see Fig. 2).

Table I shows an example of test history. In the table, symbols “P,” “F” and “–” signify the “pass,” “fail” and “no-run” of the corresponding test case at the corresponding version, respectively. For example, test case \( t_2 \) passed at version \( v_2 \) and failed at \( v_4 \), and \( t_3 \) was not run at \( v_1 \). In Table I, \( v_5 \) is the version at which we are about to perform a regression testing. Symbol “✓” means that the corresponding test cases are selected by the test engineer; the remaining test cases shown as “?” are the candidates of our recommendation.

Our goal is to recommend useful test cases from the candidate set. A better recommendation means that more regressions are detected by fewer test cases, i.e., test cases with higher priorities are more likely to detect regressions. This is formally defined as the following test case recommendation problem.

Definition 1 (The test case recommendation problem):

given the set of test cases, \( T \), which consists of \( n \) test cases: \( T = \{t_i\}_{i=1}^n \). Suppose a test engineer selected \( m \) test cases \( t_{1,j} \) from \( T \) (for \( j = 1, \ldots, m \)); Let \( H = \{t_{1,j} | t_{1,j} \in T\}_{j=1}^m \). Then, recommend the remaining test cases in decreasing order of priority, as a sequence \( \{t_{2,r} \}_{r=1, \ldots, n-m} \) where \( \{t_{2,r} \in T \land t_{2,r} \not\in H\} \) and \( t_{2,r} \) has a higher priority than \( t_{2,r'} \) if \( r < r' \) (for \( r = 1, \ldots, n-m \)).

\[ P(t_i, v_j) = \alpha \cdot h_{ij} + (1 - \alpha)P(t_i, v_{j-1}), \quad (1) \]

where \( h_{ij} \in \{0, 1\} \) is the test history observation for \( t_i \) at \( v_j \), and \( \alpha \) is a smoothing constant used to weight individual history observations (\( 0 \leq \alpha \leq 1 \)).

The usefulness of recommendation is evaluated by the area under the curve of the Alberg diagram (AUCA)\(^1\) [12]. A higher AUCA value means a better recommendation because more test cases succeeded in detecting regressions, in an earlier phase of the regression testing.

Figure 3 shows examples of Alberg diagrams. The best case is in Fig. 3 (a) since all regressions are detected by the higher priority test cases. If some high-priority test cases fail to detect regressions, the diagram becomes like Fig. 3 (b) and its AUCA value (the area under the curve) gets smaller than (a).

B. Test Case Recommendations Using Test History and/or Content of Test Cases

To recommend (prioritize) test cases, we use the test history and the content of test cases. In this subsection, we describe methods proposed in the previous work.

In the test history-based prioritization, the following two types of data are mainly focused:

[Type-1] Whether a test case was run or not at a version.
[Type-2] Whether a test case failed or not at a version.

1) Application of the Exponential Weighted Moving Average and the Exponential Smoothing: Kim and Porter [6] proposed to leverage the exponential weighted moving average and the exponential smoothing [13]. For a pair of test case \( t_i \) and version \( v_j \), they defined the selection probability of \( t_i \) as:

\[ P(t_i, v_j) = \alpha \cdot h_{ij} + (1 - \alpha)P(t_i, v_{j-1}), \quad (1) \]

where \( h_{ij} \in \{0, 1\} \) is the test history observation for \( t_i \) at \( v_j \), and \( \alpha \) is a smoothing constant used to weight individual history observations (\( 0 \leq \alpha \leq 1 \)).

\[ P(t_i, v_0) = h_{i1}. \]

\(^{1}\)The vertical axis signifies the accumulated number of faults (regressions) in the original Alberg diagram. However, we replace it by the accumulated number of regression-detected test cases because we cannot trace the faults in the source code; While the test cases and the test history are available, the source code is not available in our context.

---

\[ \text{Table I: Example of test history.} \]

<table>
<thead>
<tr>
<th>test case</th>
<th>( v_1 )</th>
<th>( v_2 )</th>
<th>( v_3 )</th>
<th>( v_4 )</th>
<th>( v_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_1 )</td>
<td>P</td>
<td>–</td>
<td>–</td>
<td>F</td>
<td>✓</td>
</tr>
<tr>
<td>( t_2 )</td>
<td>F</td>
<td>P</td>
<td>P</td>
<td>F</td>
<td>✓</td>
</tr>
<tr>
<td>( t_3 )</td>
<td>–</td>
<td>P</td>
<td>–</td>
<td>–</td>
<td>?</td>
</tr>
<tr>
<td>( t_4 )</td>
<td>–</td>
<td>F</td>
<td>P</td>
<td>P</td>
<td>?</td>
</tr>
<tr>
<td>( t_5 )</td>
<td>P</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
</tr>
</tbody>
</table>

(P: pass; F: fail; –: no run; ✓: selected; ?: candidate)
A higher $P(t_i, v_j)$ means a higher priority of $t_i$ for a regression testing at the next version, $v_{j+1}$. Kim and Porter proposed to use Eq. (1) for both the above two types of data.  

For type-1 data, let $h_{ij} = 1$ if $t_i$ was “not run” at $v_j$; otherwise, $h_{ij} = 0$. Then, they used Eq. (1) with a low $\alpha$, e.g., $\alpha = 0.1$. If $t_i$ has not been run for more versions until $v_j$, $P(t_i, v_j)$ gets larger. For example, let us consider $t_1$ shown in Table I. Here, we have $(h_{1k}) = (0, 1, 1, 1)$. When $\alpha = 0.1$, their selection probabilities are upgraded from $v_1$ to $v_4$ as:  
$$P(t_1, v_k) = 0 \rightarrow 0.1 \rightarrow 0.19 \rightarrow 0.271.$$  

For type-2 data, let $h_{ij} = 1$ if $t_i$ “failed” at $v_j$; otherwise, $h_{ij} = 0$. In this case, they proposed to use Eq. (1) with a high $\alpha$, e.g., $\alpha = 0.9$. If $t_i$ has consecutively failed for more versions until $v_j$, $P(t_i, v_j)$ gets larger. Let’s take $t_2$ shown in Table I for example. We have $(h_{2k}) = (1, 0, 0, 1)$. When $\alpha = 0.9$, their selection probabilities change from $v_1$ to $v_4$ as:  
$$P(t_2, v_k) = 0.9 \rightarrow 0.9 \rightarrow 0.09 \rightarrow 0.009.$$  

For the sake of convenience, we will call the above methods using the selection probabilities for type-1 and type-2 as “SP1” and “SP2,” respectively, in the following sections.

2) Application of the Mahalanobis-Taguchi Method: Aman et al. [7] proposed to integrate the above two types of data using the notion of the Mahalanobis-Taguchi method [14]. In [7], Type-1 and type-2 data are measured by the following two metrics GLC and FR, respectively.

1) The Gap between the Last run version and the Current version (GLC): For a test case $t_i$, GLC$(t_i)$ is the number of consecutive versions at which $t_i$ was not run until the current version.

2) The Failure Rate (FR): For a test case $t_i$, FR$(t_i)$ is the failure rate of $t_i$ until the current version. That is to say, it is the number of versions failed by $t_i$, divided by the number of versions at which $t_i$ was run. For example, GLC$(t_3) = 4$, GLC$(t_4) = 1$, FR$(t_1) = 0$ and FR$(t_2) = 2/4$ in Table I, where the current version is $v_5$. A test case having a greater GLC value has not been run for more versions after its last run. Therefore, such a test case may have a higher risk of overlooking regressions. While test engineers often select test cases which seem to be related with the functionalities upgraded at the version, unexpected parts might include regressions. It is better to rerun other test cases as well, even if they seem to have no relation with the changes.

A test case having a higher FR value has a better track record for finding a regression in the past. Such a test case may test a part which is likely to be faulty in the product, and we can expect a higher ability to find a regression again. It is better to rerun as many such test cases as possible.

On both of these metrics, value 0 represents the corresponding test case has the lowest expectation to find a regression. Thus, the distance between $x_i^T = (\text{GLC}(t_i), \text{FR}(t_i))$ and $0^T = (0, 0)$ can express the worth of $t_i$ to rerun in terms of these metrics. A straightforward way of computing the distance is $d_E(x_i) = \sqrt{(x_i - 0)^T(x_i - 0)}$, which is the Euclidean distance. However, it has a lack of consideration for the dispersion of data. Since metric GLC has a wider range than FR, GLC can have a greater impact on the computed distance. The following Mahalanobis distance is a better choice to consistently integrate the effects of two metrics:

$$d_M(x_i) = \sqrt{(x_i - 0)^T S^{-1}(x_i - 0)},$$

where $S$ is the covariance matrix [15] of GLC values and FR values, and $S^{-1}$ is its inverse matrix. Since it uses the covariance matrix, the Mahalanobis distance can consider not only the dispersion on each axis (a certain metric) but also their covariances of data, i.e., correlations between metrics.

For example, if we have the following covariance matrix $S$,

$$S = \begin{bmatrix} 4.000 & -0.200 \\ -0.200 & 0.050 \end{bmatrix}, \quad S^{-1} = \begin{bmatrix} 0.3125 & 1.2500 \\ 1.2500 & 25.000 \end{bmatrix},$$

we obtain $d_M(x_1) \simeq 2.24$, $d_M(x_3) \simeq 1.68$ and $d_M(x_4) \simeq 1.98$. On the other hand, by using the Euclidean distance, we get $d_E(x_1) = 4$, $d_E(x_3) = 3$ and $d_E(x_4) \simeq 1.05$. That is to say, although $t_1$ is the worstest in $\{t_1, t_3, t_4\}$, for both the Euclidean distance and the Mahalanobis one, the second worstest test cases are different between two distances; In the Euclidean distance, the value of GLC seems to be dominant.

For the sake of convenience, we hereinafter call the above method using the Mahalanobis distance as “MD.”

3) Content-Based Clustering of Test Cases and Combination with MD: We have focused on the content of test cases in the past [9]. In [9], we proposed to recommend test cases in the following two steps:

1) First, categorize the test cases into some clusters in terms of their similarities, based on their mutual words.

2) Then, recommend test cases from the same cluster as the manually selected test cases [3]. The recommendation is made by the MD method mentioned above.

When an engineer selected a test case $t_x$ and there is similar but not identical another test case $t_y$, the engineer maybe should run not only $t_x$ but also $t_y$. For example, suppose we want to test two different functions, A and B, under a certain condition: $t_x$ executes in the order (A,B), and $t_y$ does in the opposite order (B,A). In such a case, the contents of $t_x$ and $t_y$ must be similar. However, since they are not identical, we should not skip over either $t_x$ or $t_y$; we have to rerun both of them. Some test engineers might rerun only $t_x$, and overlook a regression which would have been detected by $t_y$.

While our previous method [9] partially succeeded to recommend test cases which can detect regressions, it had the following challenge: how to deal with the variation of words among test cases. This is from a linguistic feature in our dataset. Our dataset was the set of test cases written in a natural language, Japanese. Hence, different people may write different phrases with using different words for the same or similar purpose. Especially, Japanese tends to have a high
vagueness of phrase. Since the previous work considered the similarity between test cases by using the exact match of mutual words, such a vagueness may be a serious threat to validity. To solve the above challenge in our previous work, we will propose to apply the topic model in the next subsection.

C. Proposal

The topic model is a popular model for analyzing documents written in a natural language [16], [17]. In the modeling, the words are extracted from the documents and their co-occurrence relationships are analyzed. Through the co-occurrence analysis, each word is linked to one or more topics, where topics are latent variables (see Fig. 4). This linking work is like a clustering of words, but it does not limit word’s cluster to a specific one. Finally, each document is associated to one or more topics. While topics do not explicitly appear in a document, the document’s feature is expressed by the feature vector $(p_1, \ldots, p_k)$ where $p_i$ denotes the probability that the document has the $i$-th topic; $k$ is the number of topics. The topic modeling is performed by the latent Dirichlet allocation (LDA) [18] which is a popular statistical method to estimate the latent topics in documents. There are implementations of the LDA for natural language documents: for example, topicmodels package$^5$ is available for R$^7$.

By using the topic model, we can solve the challenge mentioned in Section II-B3, i.e., vagueness of words. We now can consider the similarity between test cases by not the mutual words but the latent semantics of words. That is to say, since the feature vector $(p_1, \ldots, p_k)$ presents the membership degrees to the topics, the semantic similarity between test cases can be computed by using the feature vectors. We define the similarity between test cases $t_x$ and $t_y$ as

$$\text{sim}(t_x, t_y) = 1 - \frac{1}{k} \sum_{i=1}^{k} |p_{xi} - p_{yi}|,$$  \hspace{1cm} (3)

where $k$ is the number of topics, and $p_{xi}$ and $p_{yi}$ are the probabilities that $t_x$ and $t_y$ have the $i$-th topic, respectively. It is based on the Manhattan distance, and the reason why we use it is from the experimental results by Thomas et al. [8].

Now we propose a test case recommendation method as the following two steps:

1) Build a topic model of our test cases. Prior to the topic modeling, we have to extract words from the test cases. Since they are written in Japanese, we perform a tokenization, a stemming, an elimination of stop words, a morphological analysis, and an extraction of words$^7$ by MeCab$^8$ which is a popular analyzer for Japanese. For a model construction, the number of topics ($k$) must be given as a key parameter.

2) Given manually-selected test cases $\{t_{1,i}\}_{i=1}^{m}$ of the product. For this study, we manually reran all of 300 test cases at the latest version. It took 539 minutes and revealed that there are regressions overlooked by a past regression testing—22 test cases failed at the latest version. The oversight was occurred at version $v_7$. For $v_7$, seven ($m=7$) test cases were manually selected from the test case pool, but more test cases should be selected to detect regressions earlier.

![Image of latent topics.](https://crane.r-project.org/web/packages/topicmodels/)

To examine our proposal, we obtained data of regression testing for a Web-based system which has been developed and maintained by Toshiba corporation$^6$. We have 300 test cases ($n=300$) and a test history for 13 versions $\{v_j\}_{j=1}^{13}$ of the product. In this section, we examine if the proposed method makes a better recommendation for the regression testing at $v_7$, where we consider $v_7$ to be the current version for computing metric values mentioned above.

III. EMPIRICAL STUDY

A. Dataset

To examine our proposal, we obtained data of regression testing for a Web-based system which has been developed and maintained by Toshiba corporation. We have 300 test cases ($n=300$) and a test history for 13 versions $\{v_j\}_{j=1}^{13}$ of the product. For this study, we manually reran all of 300 test cases at the latest version. It took 539 minutes and revealed that there are regressions overlooked by a past regression testing—22 test cases failed at the latest version. The oversight was occurred at version $v_7$. For $v_7$, seven ($m=7$) test cases were manually selected from the test case pool, but more test cases should be selected to detect regressions earlier.

In this section, we examine if the proposed method makes a better recommendation for the regression testing at $v_7$, where we consider $v_7$ to be the current version for computing metric values mentioned above.

B. Procedure

Our empirical study is conducted in the following steps.

1) Build a topic model of our test cases. Prior to the topic modeling, we have to extract words from the test cases. Since they are written in Japanese, we perform a tokenization, a stemming, an elimination of stop words, a morphological analysis, and an extraction of words by MeCab which is a popular analyzer for Japanese. For a model construction, the number of topics ($k$) must be given as a key parameter.

2) Given manually-selected test cases $\{t_{1,j}\}_{j=1}^{m}$. For each test case $t_x$ remained in the test case pool, compute $s(t_x)$ according to Eq.(4).

\[ s(t_x) = \min_{i=1, \ldots, m} \left[ \text{sim}(t_x, t_{1,i}) \right]. \]  \hspace{1cm} (4)

Then, recommend test cases having high similarities with the manually-selected set.

[Step-2] Recommend the remaining test cases by the SP1, SP2 or MD method.

The first step uses only the similarity of test case. If a highly-similar test case is remained (not selected), it may cause an overlooking of regression. We will decide an appropriate threshold of similarity in our empirical study (Section III).

In the second step, we follow the conventional prioritization method (SP1, SP2 or MD). The above proposal is the key contribution of this paper, which combines the previous methods mentioned in Section II-B. Once a manually-selected “seed” subset of test cases is given, the proposed method automatically prioritize the remaining test cases in the pool.

---

$^5$https://cran.r-project.org/web/packages/topicmodels/

$^6$We omit the details of the product since they are confidential data.

$^7$Nouns, verbs and adjectives are extracted in this study.

$^8$http://taku910.github.io/mecab/
3) Recommend highly-similar test cases \( \{ t_{2,r} | s(t_{2,r}) \geq \tau \} \) in decreasing order of similarity, where \( \tau \) is the threshold of similarity; we will empirically decide \( \tau \).

4) Recommend the remaining test cases by one of the conventional history-based methods—SP1, SP2 or MD.

\[ \text{TABLE II} \]

<table>
<thead>
<tr>
<th>EMPirical RESULTS (AUCA VALUES)</th>
</tr>
</thead>
<tbody>
<tr>
<td>history-based method</td>
</tr>
<tr>
<td>----------------------------------</td>
</tr>
<tr>
<td>history only</td>
</tr>
<tr>
<td>( \tau_1 )</td>
</tr>
<tr>
<td>( +4.7% )</td>
</tr>
<tr>
<td>( \tau_2 )</td>
</tr>
<tr>
<td>( +4.6% )</td>
</tr>
<tr>
<td>( \tau_3 )</td>
</tr>
<tr>
<td>( +3.0% )</td>
</tr>
<tr>
<td>( \tau_4 )</td>
</tr>
<tr>
<td>( +1.9% )</td>
</tr>
<tr>
<td>( \tau_5 )</td>
</tr>
<tr>
<td>( +0.9% )</td>
</tr>
</tbody>
</table>

\(^9\)To decide the number of topics, we first tried using ldatuning package of R, https://cran.r-project.org/web/packages/ldatuning/vignettes/topics.html, which provides topic evaluations using four metrics. Unfortunately, these four metrics showed different tendencies and it was hard to decide a specific number of topics. Therefore, we dare to use the principal component analysis as a substitute way of determining the number of topics while it is not orthodox. We need a further study for a better way in the future.

Because of their high similarities, the test engineer might omit them as unimportant ones: Suppose there is a highly-similar pair of test cases, \( t_x \) and \( t_y \). When the engineer reran \( t_x \) and it passed, he/she would highly expect that \( t_y \) also passes since the highly-similar \( t_x \) passed. Then, he/she might consider that it does not matter to omit a rerunning of \( t_y \). However, the AUCA value gets higher by prioritizing highly-similar test cases first, so the results prove an importance of focusing on similar test cases. Figure 5 (a) presents the Alberg diagrams of the conventional method and the proposed one using \( \tau_1 \) with MD (whose X-axis is limited to 100). At the kickoff point in Fig. 5 (a), highly-similar test cases successfully detect regressions which were overlooked by manually-selected ones.

On the other hand, the usefulness of recommending similar test cases seems to be limited to highly-similar ones. Indeed, \( \tau_5 \) showed the lowest AUCA values for all methods (see Table II). Figure 5 (b) presents the Alberg diagrams of the conventional method and the proposed one using \( \tau_5 \) with MD. Although highly-similar test cases are really useful (see Fig. 5(a)), recommending more test cases seems to delay the growth of regression detections (see Fig. 5(b)). Since a regression testing with only similar test cases may have a lower coverage, such a delay of growth in detecting regressions would be caused.

E. Threats to Validity

While our recommendation of highly-similar test cases worked for a successful detection of regressions in this empirical study, it might depend on the product’s features, the way of testing, or even who did the regression test. To prove a generality of our results, we also need to perform further experiments using other products in the future.

Since we could not trace a link between a code change and a test case in our context, we have discussed the efficiency of testing with the number of “failed test cases” but not the number of “faults.” That is to say, two or more test cases might detect the same fault. This is our big threat to validity and limitation in this study. In order to analyze the impact of such a difference of viewpoint, we have to do further analyses using more detailed testing and fault data in the future.

We used the LDA for our topic modeling. While the LDA is the most popular method, the performance depends on the parameters used for the computation. We adopted the default parameters of the lda function included in topicmodels package. Although the default parameters might not be appropriate to the test cases written in Japanese, we did not tune the

\[ \text{Fig. 5. Comparisons of Alberg diagrams.} \]
parameters because the tuning can be another threat to validity. A further analysis on the parameter tuning is our future work.

IV. RELATED WORK

Thomas et al. [8] utilized the topic model to prioritize test cases. In their method, dissimilarities between test cases (programs) are computed by using the Manhattan distance of corresponding topic vectors. They proposed to iteratively select test cases in decreasing order of dissimilarity to the already-selected test cases in order to expand the test coverage. Hemmati et al. [19] applied the notion of the topic-based prioritization proposed in [8] to test cases written in a natural language: they prioritized test cases by maximizing dissimilarities to already-prioritized test cases in terms of their topics. Our fundamental way of evaluating the similarity/dissimilarity between test cases is common to [8], [19]. While these previous work prioritized test cases to get a higher diversity with a fewer test cases, we have another viewpoint—we dare to recommend test cases which are highly-similar to manually-selected ones. The aim of such an opposite way of prioritization is to avoid a human error. Since such our prioritization would produce a lower coverage, we have a hybrid strategy: after we recommend a few highly-similar test cases, we switch our strategy to the history-based method.

Saha et al. [20] proposed to reduce a test case prioritization problem to an information retrieval one. In their approach, a code change is corresponding to a query, and test cases are regarded as a set of documents. Once a code change is given, test cases are prioritized in terms of the similarity to the change, where the similarity is computed by the tf/idf term weighted vector space model [21]. They reported that the proposed method works better to effectively prioritize test cases through an empirical study using open source projects, and the usefulness of leveraging a natural language processing-based similarity evaluation for prioritizing test cases is proved. Although we cannot get the code change information in our context, it is common that test cases are prioritized based on the similarity to a seed data—while Saha et al. focused on a code change, we used a manually-selected test cases.

V. CONCLUSION

To enhance the manual regression testing, we focused on the similarity between test cases using the topic model, and proposed a novel method for recommending test cases. When some test cases are manually selected for a regression testing, the proposed method recommends additional test cases in the following two steps. As the first step, the method recommends test cases which are highly-similar to the manually-selected ones. Then, as the second step, the method recommends test cases in decreasing order of priorities which are computed by the conventional test history-based method. Through an empirical study, we proved that the proposed method successfully enhances the performance of regression testing. Notice that the first-step recommendation is limited to “highly” similar test cases only in order to prevent a human error in the manual selection; if we simply prioritized all test cases in decreasing order of similarity, it would not effectively work to detect various regressions. The proposed method uses both the test case similarity and the test history in a hybrid manner.

Our future work includes: 1) a further study to automatically decide a better threshold of the similarity between test cases, and 2) a further analysis using other test data of other products to examine the general usefulness of the proposed method.
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